The main properties

The standard form of the Inverse Gaussian distribution is given by the probability density function (PDF):

\[ f(x) = \frac{\lambda}{2\pi x^3} \exp\left\{ -\frac{\lambda(x - \mu)^2}{2\mu^2 x} \right\} \]

for \( x > 0, \lambda > 0 \) and \( \mu > 0 \).

But we have different variations of it. In Deniz, Sarabia and Calderin-Ojeda (2005), for example, they mixed the \( p \) negative binomial parameter with an inverse Gaussian distribution considering the reparameterization \( p = \exp(-\lambda) \) proposing a binomial-inverse Gaussian distribution interesting to study insurance-premiums calculation and their robustness. Alanko and Duffy (1996) developed a compound binomial distribution mixing the binomial parameter using the gamma and inverse Gaussian distributions. Usually, in finance, the binomial options pricing model (BOPM) provides a generalizable numerical method for the valuation of options.

There have been several generalizations of Inverse Gaussian proposed in the literature. In the Chou and Huang’s generalization (2004) the pdf is given by

\[ f(x) = Cx^{a-1} \exp\left\{ -px - \frac{q}{x} \right\} \]

for \( x > 0, a > 0, p > 0 \) and \( q > 0 \)

An alternative Inverse Gaussian distribution was proposed by Nadarajah (2009) and the pdf given by

\[ f(x) = Cx^{a-1} K_{\nu}\left( cx + \frac{c}{x} \right) \]

for \( x > 0, a > 0, c > 0 \) and \( \nu > 0 \), “where \( C \) denotes the normalizing constant and

\[ K_m(x) = \frac{\sqrt{\pi} x^m}{2^m \Gamma(m + \frac{1}{2})} \int_{1}^{\infty} (t^2 - 1)^{m - \frac{1}{2}} \exp(-xt) \, dt \]

is the modified Bessel function of the third kind”.

Considering the canonical pdf we have a continuous probability distributions with two parameters: \( \mu \) is the mean and \( \lambda \) is the shape parameter. The function has support on \((0, \infty)\) for \( X \sim \text{IG} (\mu, \lambda) \).

The effect of the parameters is evident: increasing \( \mu \) has the effect of changing the mean of the distribution while increasing \( \lambda \) has the effect of changing the shape of the function (see Figure 1 from Giner and Smyth, 2014).
Figure 1. Probability density functions of inverse Gaussian distributions. The left panel shows densities for different $\lambda$ with $\mu = 1$. The right panel shows densities for different $\mu$ for $\lambda = 1$.

CDF of IG

$$\phi \left( \frac{\mu}{\sqrt{\lambda}} (\frac{x}{\mu} - 1) \right) + \exp \left( \frac{2\lambda}{\mu} \right) \phi \left( -\frac{\mu}{\sqrt{\lambda}} (\frac{x}{\mu} + 1) \right)$$

Related distributions

As we can see from the CDF of the IG, the function is strictly related to the normal distribution. In fact $\phi()$ is the standard Gaussian distribution CDF. Its cumulant generating function is the inverse of the cumulant generating function of a Gaussian random variable.

In Sankaran and Rameshwar (2005) they started to analyze the similarities of IG to Normal Distribution finding that “one of the notable similarities is that the term in the exponent of the joint probability density function of a random sample from inverse Gaussian distribution follows a $\chi^2$ distribution and further, it can be factorized into two independent $\chi^2$ variables. This property leads to the development of the technique called analysis of reciprocals, which is similar to the analysis of variance based on normal distribution”. After that they obtained a class of distributions (satisfying a specified property, related to $\chi^2$ distribution) which is a subfamily of exponential class of distributions.

In Jones (2012) it is analyzed the links between the inverse Gaussian and Birnbaum–Saunders distributions but the most clear comparison is between IG and Normal Gaussian Distribution.

As $\lambda$ tends to infinity, the inverse Gaussian distribution becomes more like a Normal distribution. Considering a random sample $X_1, X_2, \ldots, X_n$ from an Inverse Gaussian Distribution then just as in the normal case,

i. The sample mean $\bar{X}$ is inverse Gaussian.

ii. $\bar{X}$ and $\sum (1/X_i - 1/\bar{X})$ are independently distributed statistics.

iii. The term in the exponent of the distribution is (-1/2) times a chi-square variable.

iv. The uniformly most powerful unbiased test for the mean employs Student’s $t$ distribution.
This relation was given in the Theorem 1 in Chhikara and Folks (1989) which establishes a basic relationship between IG and the normal.

**Genesis and applications especially in economics/management**

The Inverse Gaussian Distribution was first derived by Schordinger (1915) as the first probability distribution of the first passage time in a linear Brownian motion process with a positive drift. Later, Tweedie (1941) proposed the name Inverse Gaussian because while the Gaussian describes a Brownian Motion's level at a fixed time, the inverse Gaussian describes the distribution of the time a Brownian Motion with positive drift takes to reach a fixed positive level. Tweedie (1957) investigated its basic characteristics, established some distributional properties, and depicted certain analogies between its statistical properties and that of normal distribution. The notion of Brownian motion is applicable in describing the inherent process of many phenomena, particularly in the natural and physical sciences. Because the first passage time of a Brownian motion is distributed as Inverse Gaussian, it is logical to use it as a lifetime model. The distribution has a wide application area in clinical trials, quality and reliability theory, industrial engineering applications and life tests.

The IG distribution is widely used in reliability and survival analysis (Whitmore, 1975; Chhikara and Folks, 1977; Bardsley, 1980; Chhikara, 1989). It is more generally used for modeling non-negative positively skewed data because of its connections to exponential families and generalized linear models.

Most of these applications are base on the idea of first passage time for underlying process (cardiology, hydrology, demography, linguistics, employment service, labor disputes and finance). For the cardiology IG is used to describe cycle time distribution for particles in the blood (Wise, 1975) and for the probability distribution for the time that a particle of a substance remains in the blood, the time distribution. It is used as a purchase incidence model, postulating that the interpurchase times follow an IG (Banerjee and Bhattacharyya 1976). Leonenko, Petherick, Sikorskii (2012) used IG for a model for a risky asset, an investment with a return that is not guaranteed, with dependence in a stock price model. Balakrishna and Rahul (2014) proposed IG distribution for modeling conditional durations in finance. Using data from price duration they proved that IG stochastic conditional duration model provides a choice for analyzing transaction durations in financial time series. IG is used for derivative pricing, once the four moments (mean, variance, skewness and kurtosis) are given, you can fill in the blanks with the NIG and obtain the entire distribution. Liu, Li, Hu (2015) used data set about times to breakdown in minutes of an insulating fluid subjected to high voltage stress assuming that the failure time of the insulating fluid for each group as an IG distributed random variable since the IG distribution is widely applied as a lifetime model in reliability analysis. In survival analysis also frailty is often used to model heterogeneity between individuals or correlation within clusters. Typically frailty is taken to be a continuous random effect, yielding a continuous mixture distribution for survival times and the gamma distribution is the most commonly used frailty distribution. But in Kheiria, Kimberb Meshkanic, an IG distribution has been used for the two components of the correlated frailty variable and a piecewise constant hazard model has been adopted. IG is used for word frequency distribution (Herdan, 1960), length of employee service (Withmore, 1979), net maternity function (Hadwiger, 1940), wind speed and energy evaluation (Bardsley, 1980) in Chhikara and Folks (1989) and as a model for response times in psychology (Schwarz, 2001)

**How to determine probabilities using a computer**

The R programming language has software for IG distribution. In Giner and Smyth (2014) they used the monotonic Newton iteration, implemented in the qinvgauss function of the R package statmod to compute quantiles of inverse Gaussian distributions. The following is minimal R code to implement the monotonic Newton iteration (to compute quantiles of the IG distribution). We are interested only in the first part about PDF and CDF. The code assumes that x and q values are positive and the probabilities are strictly between 0 and 1. The first argument is assumed to be a vector, whereas the parameters μ and φ are scalars.

```r

dinvgauss <- function(x, mu=1, phi=1) # Probability density function of inverse Gaussian distribution
  d <- (-log(phi)-log(2*pi)-3*log(x))/2-((x-mu)/mu)^2/(2*phi*x) exp(d)

pinvgauss <- function(q, mu=1, phi=1) # Cumulative distribution function of inverse Gaussian distribution
  q <- q/mu
  phi <- phi*mu
  pq <- sqrt(phi*q)
  pnorm((q-1)/pq) + exp(2/phi + pnorm(-(q+1)/pq,log.p=TRUE) )
```


The sample code in Java for generating random variates from an inverse-Gaussian distribution

```java
1 public double inverseGaussian(double mu, double lambda) {
2     Random rand = new Random();
3     double v = rand.nextGaussian(); // sample from a normal distribution with a mean of 0 and 1 standard deviation
4     double y = v*v;
5     double x = mu + (mu*mu)/(2*lambda) - (mu/(2*lambda)) * Math.sqrt(4*mu*lambda*mu + mu*mu*y);
6     double test = rand.nextDouble(); // sample from a uniform distribution between 0 and 1
7     if (test <= (mu)/(mu + x))
8         return x;
9     else
10         return (mu*mu)/x;
11 }
```
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